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Abstract

Let $a \in \mathbb{C}^n$. Denote $\mathcal{L}_a$ the bunch of complex lines containing $a$. It is easy to construct a real-analytic, and even polynomial, function $f$ on the unit complex sphere $\partial B^n$ in $\mathbb{C}^n$ such that $f$ is the boundary value of no holomorphic function in the ball $B^n$, but nevertheless, for any complex line $L \in \mathcal{L}_a$ the restriction $f|_{L \cap \partial B^n}$ continuously extends in $L \cap B^n$ as a function, holomorphic in $L \cap B^n$. We prove that, however, two bunches of complex lines are sufficient for testing global holomorphic extendibility of real-analytic functions: if $a$ and $b$ are two distinct points in the closed unit ball and $f \in C^\omega(\partial B^n)$ admits the one-dimensional holomorphic extension in any complex line $L \in \mathcal{L}_a \cup \mathcal{L}_b$ then $f$ is the boundary value of a holomorphic function in the unit ball $B^n$.

1 Introduction and the main result

The problem of testing analyticity by analytic extendibility into complex lines was investigated in many articles. It was observed in [2] that boundary values of holomorphic functions in the unit ball $\mathbb{C}^n$ can be characterized by analytic extendibility along complex lines. In [18] this result was generalized to general domains $D \subset \mathbb{C}^n$.

It turned out that the family of all complex lines is abundant for the characterization of the boundary values of holomorphic functions, and can
be reduced to narrower those. The extended references can be found in [14]. There are two natural families of complex lines to be studied: lines tangent to a given surface and lines intersecting a given set. There is a certain progress in the one-dimensional holomorphic extension problem for the families of the first type (defined by the tangency condition), but we are not mentioning the results in this direction, as in this article we are interested in the families of the second type.

Let us start with some notations and terminology. First of all, everywhere in the article $n \geq 2$. The notation $A(\partial \Omega)$, $\Omega$ is a bounded domain in $\mathbb{C}^n$, will be used for the algebra of boundary values of holomorphic functions, i.e., all functions $f \in C(\partial \Omega)$ such that there exists a function $F \in C(\overline{\Omega})$, holomorphic in $\Omega$ and satisfying the condition $F(z) = f(z), z \in \partial \Omega$.

Given a set $V \subset \mathbb{C}^n$, denote $L_V$ the set of complex lines $L$ such that $L \cap V \neq \emptyset$. We will say that the family $L_V$ is sufficient (for testing function from $A(\partial \Omega)$) if whenever $f \in C(\partial \Omega)$ continuously extends, for every $L \in L_V$, from $L \cap \partial \Omega$ to $L \cap \overline{\Omega}$ as a function holomorphic in $L \cap \Omega$, one has $f \in A(\partial \Omega)$.

In the introduced terminology, the results of [2], [18] just claim that the family $L_V$ is sufficient when the set $V$ is the whole domain, $V = \Omega$. In [8], a stronger result was obtained: the family $L_V$ is sufficient for any open set $V$ (see also [15] for generalizations in this direction).

However, counting the parameters shows that the expected minimal dimension of sufficient families should be $2n - 2$. Indeed, the functions $f$ to be characterized are defined on $2n-1$-dimensional real sphere and hence depend on $2n - 1$ real variables. The condition of the holomorphic extendibility in every fixed complex line is 1-parametric (see Section 5). Therefore, in order to have the total number of the parameters $2n-1$ we need more $2n-2$ parameters, which is the minimal possible number of parameters for the sufficient families.

The minimal $(2n-2)$-parameter family of complex lines, given by the intersection condition, are bunches $L_a$ of complex lines intersecting a given one-point set $\{a\}$. However, it is easy to show that this family is insufficient. Indeed, take $\Omega = B^n$ and $a = 0$. Then the function $f(z) = |z_1|^2$ is constant on any circle $L \cap \partial B^n$, and therefore extends holomorphically (as a constant) in $L \cap B^n$, but $f \notin A(\partial B^n)$ because it is real-valued and non-constant. Notice, that in this example, the function $f$ is real-analytic and, moreover, is a polynomial.

Thus, the above example shows that the minimal possible $(2n-2)$-parametric family of the intersection type - the bunch of lines through one
fixed point is insufficient. However, it turns out, and this is the main result of this article, that adding one more bunch of complex lines leads already to a sufficient family for real-analytic functions.

**Theorem 1** Let $a, b \in \overline{B}^n$, $a \neq b$. Let $f$ be a real-analytic function on the unit sphere $\partial B^n$. Suppose that for every complex line $L$, containing at least one of the points $a, b$ there exists a function $F_L \in C(L \cap B^n)$, holomorphic in $L \cap B^n$ and such that $f(z) = F_L(z)$ for $z \in L \cap \partial B^n$. Then $f \in A(\partial B^n)$.

The proof of Theorem 1 rests on the recent result of the author [1] on meromorphic extensions from chains of circles in the plane. The scheme of the proof is as follows. We start with the case $n = 2$. By averaging in rotations in $z_2$-plane we reduce the original problem to a problem for the Fourier coefficients regarded as functions in the unit disc $|z_1| < 1$. The condition of the holomorphic extendibility into complex lines transforms to the condition of holomorphic extendibility of the Fourier coefficients in a family of circles in the plane $z_1$. Then we use the result of [1] and arrive at the needed conclusion in 2-dimensional case. The $n$-dimensional case follows by applying the 2-dimensional result to complex 2-dimensional cross-sections.

### 2 Some lemmas

We start with $n = 2$.

First of all, observe, that the condition of Theorem 1 is invariant with respect to the group $M(B^2)$ of complex Moebius automorphisms of the unit ball $B^2$. Therefore, by applying a suitable automorphisms, we can assume that $a$ and $b$ belong to the complex line $z_2 = 0$, without loss of generality.

Thus, from now on $a = (a_1, 0), b = (b_1, 0)$. For $|a_1| < 1$ denote

$$H(a_1, r) = \{ |\frac{z_1 - a_1}{1 - \overline{a_1}z_1}| = r \}$$

the hyperbolic circle in the unit disc with the hyperbolic center $a$ and

$$\mathcal{H}_{a_1} = \{ H(a_1, r) : 0 < r < 1 \}$$

the family of such circles. For $|a_1| = 1$, by $H(a_1, r)$ we understand the horicycle through $a_1$, i.e., the circle tangent at $a_1$ from inside to the unit circle. Denote

$$\pi_1 : \mathbb{C}^2 \mapsto \mathbb{C}$$
the orthogonal projection to the first complex coordinate $z_1$.

The following observation belongs to J. Globevnik:

**Lemma 2** We have $\pi_1(\{L \cap \partial B^2, \ L \in \mathcal{L}_{(a)}\}) = \mathcal{H}_{a_1}$, i.e., for $a \in B^2$, the circles $L \cap \partial B^2, \ L \in \mathcal{L}_{(a)}$, project orthogonally onto the hyperbolic circles with the hyperbolic center $a_1$. If $a \in \partial B^2$, then instead of hyperbolic circles one obtains horicycles through $a$.

**Proof** Remind that we assume that $a_2 = 0$. The conformal automorphism

$$u_{a_1}(z_1) = \frac{z_1 - a_1}{1 - \overline{a_1} z_1}$$

extends to a biholomorphic Moebus transformation $U_a$ of the ball $B^2$:

$$U_a(z_1, z_2) = \left( \frac{z_1 - a_1}{1 - \overline{a_1} z_1}, \frac{\sqrt{1 - |a|^2} z_2}{1 - \overline{a_1} z_1} \right).$$

This automorphism preserves complex lines, moves the point $a = (a_1, 0)$ to 0 and, correspondingly, transforms the family $\mathcal{L}_{(a)}$ of complex lines containing $a$ into the family $\mathcal{L}_0$ of complex lines containing 0.

The case $a = 0$ is obvious, the circles $L \cap \partial B^2$, where $L$ runs over the complex lines containing 0, project onto of the family $\mathcal{H}_0$ of circles in the disc $|z_1| \leq 1$ centered at the origin. Then we conclude that the projection of our family is $u_a^{-1}(\mathcal{H}_0) = \mathcal{H}_a$. The case $a \in \partial B^2$ is even simpler. Lemma is proved.

**Definition 3** We say that a function $F$ in the unit disc $|w| < 1$ is

$$F(w) = O((1 - |w|^2)^k), \ |w| \to 1,$$

where $k \in \mathbb{Z}$, if $F(w) = h(w) (1 - |w|^2)^k$ where $h(w)$ is continuous on $|w| \leq 1$ and has only isolated zeros of finite order on the boundary circle $|w| = 1$.

Expand $f(z_1, z_2), \ (z_1, z_2) \in \partial B^2$, in the Fourier series in the polar coordinates $r, \psi$, where $z_2 = r e^{i\psi}, \ r = |z_2|$

$$f(z_1, z_2) = \sum_{\nu=-\infty}^{\infty} \alpha_{\nu}(z_1, |z_2|) e^{i\nu\psi}.$$
Since $|z_2| = \sqrt{1 - |z_1|^2}$ on the sphere, $\alpha_\nu$ depends, in fact, only on $z_1$:

$$\alpha_\nu(z_1, |z_2|) = A_\nu(z_1).$$

Define

$$F_\nu(z_1) := \frac{A_\nu(z_1)}{(1 - |z_1|^2)^{\frac{\nu}{2}}}. \quad (1)$$

Substituting $\sqrt{1 - |z_1|^2} = |z_2|$ on $\partial B^2$ we have

$$f(z_1, z_2) = \sum_{\nu = -\infty}^{\infty} F_\nu(z_1) z_2^\nu. \quad (2)$$

The singularity at $z_2 = 0$ for negative $\nu$ cancels due to vanishing of $F_\nu(z_1)$ on $|z_1| = 1$.

**Lemma 4** Let $F_\nu$ is defined by (1). Then

1. $F_\nu$ is real-analytic in the open disc $|z_1| \leq 1$,
2. $F_\nu(z_1) = O((1 - |z_1|^2)^k)$, $|z_1| \to 1$, for some $k \geq 0$,
3. if $\nu < 0$ then $k > 0$.

Proof We have

$$A_\nu(z_1) e^{i\nu\psi} = \frac{1}{2\pi} \int_0^{2\pi} f(z_1, e^{i\psi}z_2) e^{-i\nu\psi} d\psi.$$ 

Then $f \in C^\omega(\partial B^2)$ implies $A_\nu(z_1) e^{i\nu\psi}$ is real-analytic on $\partial B^2$.

By the definition (1) of $F_\nu$,

$$A_\nu(z_1) e^{i\nu\psi} = F_\nu(z_1) z_2^\nu. \quad (3)$$

The left hand side is in $C^\omega(\partial B^2)$ because it is obtained by averaging of the real-analytic function $f$. Therefore, the right hand side in (3) is real-analytic. If $|z_1| < 1$ then $z_2 \neq 0$, due to $|z_1|^2 + |z_2|^2 = 1$. When $|z_1| < 1$ then $z_2 \neq 0$. Dividing both sides in (3) by $z_2^\nu$ one obtains $F_\nu \in C^\omega(|z_1| < 1)$. This proves statement 1.

Now consider the case $|z_1^0| = 1$, $z_2^0 = 0$. Without loss of generality we can assume $Imz_1^0 \neq 0$ and so $|Rez_1^0| < 1$. Then choose local coordinates
\((Rez_1, z_2, \bar{z}_2)\) in a neighborhood of the point \((z_1^0, z_2^0) \in \partial B^2\). Then the Taylor series for \(f\) near \(z_0\) can be written as

\[
f(z) = \sum_{\alpha, \beta \geq 0} c_{\alpha, \beta}(Rez_1) z_2^\alpha \bar{z}_2^\beta,
\]

where \(c_{\alpha, \beta}(Rez_1)\) are real-analytic in a full neighborhood of \(Rez_1^0\). Substitution \(z_2 = re^{i\psi}\) yields the expression for the \(\nu\)th term in Fourier series:

\[
A_\nu(z_1)e^{i\psi} = \sum_{\alpha - \beta = \nu} c_{\alpha, \beta} \alpha^\beta e^{i\psi} = \left( \sum_{\beta \geq 0} r^{2\beta} c_{\nu+\beta, \beta}(Rez_1) \right) z_2^\nu.
\] (4)

In the last expression we have replaced the indices of the summation \(\alpha = \beta + \nu\).

Since \(r = |z_2| = \sqrt{1 - |z_1|^2}\), by the definition 1 of \(F_\nu\) we obtain:

\[
F_\nu(z_1) = \sum_{\beta \geq 0} (1 - |z_1|^2)^\beta c_{\nu+\beta, \beta}(Rez_1).
\] (5)

This gives us the needed representation

\[
F_\nu = (1 - |z_1|^2)^k h(z_1),
\]

where \(\beta = k\) is the index of the first nonzero term in (5).

On \(|z_1| = 1\) we have

\[
F_\nu(z_1) = c_{\nu+k, \nu+k}(Rez_1)
\]

and there are only isolated zeros of finite order because the function \(c_{\nu+k, \nu+k}(u)\) is real-analytic for \(u\) near \(Rez_1^0\). Since all the argument is true for arbitrary \(z_1^0\) of modulus 1, the conclusion about zeros on \(|z_1| = 1\) follows. This proves statement 2.

If \(\nu < 0\) then \(\beta = \alpha - \nu > \alpha \geq 0\) in (4) and therefore the order \(k\) (the minimal \(\beta\) in the sum (5)) is positive. This is statement 3. Lemma 4 is proved.

**Lemma 5** The function \(f \in C(\partial B^n)\) admits analytic extension in the complex lines passing through a point \(a = (a_1, 0) \in B^n\) if and only if the functions \(F_\nu(z_1), \nu \geq 0\), defined in Lemma 4, formula (1), have the property:

1. if \(\nu \leq 0\) then \(F_\nu\) extends inside any circle \(H(a, r)\) as an analytic function in the corresponding disc,
2. if $\nu > 0$ then $F_\nu$ extends inside any circle $H(a,r), 0 < r < 1$ as a meromorphic function with the only singular point-a pole at the hyperbolic center $a$ of the order at most $\nu$.

**Proof** Since $a$ and $b$ belong to the complex line $z_2 = 0$, the rotated function $f(z_1, e^{i\varphi}z_2)$ possesses the same property of holomorphic extendibility into complex lines passing through $a$ or through $b$. Then for each $\nu \in \mathbb{Z}$

$$\frac{A_\nu(z_1)}{|z_2|^{\nu}} z_2^{\nu} = A_\nu(z_1)e^{i\nu\psi} = \frac{1}{2\pi} \int_0^{2\pi} f(z_1, e^{i\varphi}z_2)e^{-i\nu\varphi} d\psi$$

also has the same extension property. Here $z_2 = |z_2|e^{i\psi}$.

It is clear that, vice versa, if all the terms in the Fourier series have this extension property, then the function $f$ does.

It remains to show that the analytic extendibility in the complex lines of the summands in Fourier series is equivalent to the above formulated properties of $F_\nu$. But since on the unit sphere we have $|z_2| = \sqrt{1-|z_1|^2}$, then from the relation (1)

$$\frac{A_\nu(z_1)}{|z_2|^{\nu}} z_2^{\nu} = F_\nu(z_1)z_2^{\nu}$$

and we conclude that $F(z_1)z_2^{\nu}$ extends in the complex lines containing $a$.

Let $L$ be such a line, different from $z_1 = a$. Then $L = \{z_2 = k(z_1 - a_1)\}$ for some complex number $k \neq 0$ and therefore on $\partial B^n$ we have:

$$F_\nu(z_1)z_2^{\nu} = F_\nu(z_1)k^{\nu}(z_1 - a_1)^{\nu}.$$ 

The function in the right hand side depends only on $z_1$ and hence extends analytically inside the projection of $L \cap \partial B^n$ which is a hyperbolic circle $H(a,r)$, by Lemma 2. Thus, $f$ extends analytically in $L \cap \partial B^n$ if and only if for all $\nu$ the function $F_\nu(z_1)(z_1 - a_1)^{\nu}$ extends analytically from each circle $H(a,r), a < r < 1$, inside the corresponding disc. For $F_\nu$ this exactly means the meromorphic extension claimed in 2. This completes the proof of Lemma.

### 3 Proof of Theorem 1 in dimension two

After all the preparations we have done, Theorem 1 for the case $n = 2$ follows from the result of [1].
In order to formulate this result, as it is stated in [1], we need to introduce the terminology used in [1]. Let $F$ be a function in the unit disc $\Delta$. We call $F$ regular if a) the zero set of $F$ is an analytic set on which $F$ vanishes to a finite order, b) $F(w) = O((1 - |w|^2)^\nu), |w| \to 1$, for some integer $\nu$. In our case, the coefficients $F_\nu(z_1)$ are regular by Lemma 4.

Remind that $H(a,r) = \{ |w - \frac{a}{1-r}| = 1 \}, |a| < 1$, denotes the hyperbolic circle of radius $r$ with the hyperbolic center $a$. We will include the case $|a| = 1$ and will use the notation $H(a,r)$ for horicycle through $a$, i.e., for the circle of radius $r$, tangent at $a$ from inside to the unit circle $|w| = 1$.

**Theorem 6 ([1], Corollary 4)** Let $F \in C^\nu(\Delta)$ be a regular function in the unit disc. Let $a,b \in \Delta, a \neq b$, and suppose that $F$ extends from any circle $H(a,r)$ and $H(b,r), 0 < r < 1$, as a meromorphic function with the only singular point-a pole, of order at most $\nu$, at the point $a$ or $b$, correspondingly. Then $F$ has the form:

$$F(w) = h_0(w) + \frac{h_1(w)}{1 - |w|^2} + \cdots + \frac{h_\nu(w)}{(1 - |w|^2)^\nu}. \quad (6)$$

where $h_j, j = 0, \cdots, \nu$ are analytic functions in $\Delta$.

Lemma 4 and Lemma 5 just say that functions $F_\nu(z_1)$ satisfy all the conditions of Theorem 6. Therefore the function $F := F_\nu$ has the representation of the form (6). Moreover, by Lemma 4, $F_\nu(z_1) = O((1 - |z_1|^2)^k, |z_1| \to 1$ with nonnegative $k$. Therefore, the number $\nu = -k$ in (6) is nonpositive and hence either $\nu = 0$ and $F = F_\nu = h_0$ is holomorphic, or $\nu < 0$ and $F_\nu = 0$. The same can be explained as follows: $F_\nu$ is continuous for $|z_1| \leq 1$ and hence in the decomposition 6 (with $w = z_1$) nonzero terms with the negative powers of $1 - |z_1|^2$ are impossible and only the first term survives:

$$F_\nu = h_0$$

Therefore, $F_\nu$ is analytic in $|z_1| < 1$. Moreover, we know from Lemma 4, statement 3, that if $\nu < 0$ then $k > 0$ and hence $F_\nu(z_1) = 0$ for $|z_1| = 1$. By the uniqueness theorem this implies $F_\nu = 0, \nu < 0$.

Then from (2) we have

$$f(z_1, z_2) = \sum_{\nu \geq 0} F_\nu(z_1)z_2^\nu, \ |z_1|^2 + |z_2|^2 = 1, \quad (7)$$
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and the right hand side is holomorphic in $z_1, z_2$. This is just the desired global holomorphic extension of $f$ inside the ball $B^2$. Theorem 1 for the case $n = 2$ is proved.

**Remark 7** Each function of the form (7), where $F_\nu$ are of the form (6), possesses holomorphic extension from the sphere $\partial B^2$ in all cross-sections of the ball $B^2$ by complex lines intersecting the complex line $z_2 = 0$. First example of the function with this property was given by J. Globevnik: $f(z) = \frac{z_2^k}{z_2^{k+1}}$. This function can be reduced on the sphere to the form (6), (7): $f(z) = \frac{z_2^k}{1-|z|^2}$. Notice that $f$ is a function of finite order of smoothness.

### 4 Proof of Theorem 1 in arbitrary dimension

Let $Q$ be arbitrary complex two-dimensional plane in $\mathbb{C}^n$, containing the points $a$ and $b$. Then $f|_{Q\cap\partial B^n}$ extends holomorphically in any complex line $L \subset Q$ passing through $a$ or $b$ and Theorem 1 for the case $n = 2$ implies that $f$ extends as a holomorphic function $f_Q$ in the 2-dimensional cross-section $Q \cap B^n$.

Let $L_{a,b}$ be the complex line containing $a$ and $b$. Then for any two 2-planes $Q_1$ and $Q_2$, containing $a$ and $b$, we have $Q_1 \cap Q_2 = L_{a,b}$ and $f_{Q_1}(z) = f_{Q_2}(z) = f(z)$ for $z$ from the closed curve $L_{a,b} \cap \partial B^n$. Hence by the uniqueness theorem $f_{Q_1}(z) = f_{Q_2}(z)$ in $L_{a,b} \cap B^n$.

Thus, the holomorphic extension in the 2-planes $Q$ agree on the intersections and therefore define a function $F$ in $\overline{B^n}$. This function has the following properties: it is holomorphic on 2-planes $Q$, $a, b \in Q$, and $F|_{\partial B^n} = f$. It follows from the construction that $F$ is $C^\infty$ (and even real-analytic).

From the very beginning, applying a suitable Moebius automorphism of $B^n$, we can assume that both points, $a$ and $b$, belong to a coordinate complex line, so that $0 \in L_{a,b}$. Then $F$ is holomorphic on any complex line passing through $0$. By Forelli theorem [17], 4.4.5, $F$ is holomorphic in $B^n$ (for real-analytic $F$ holomorphicity of $F$ can be proved directly). The required global holomorphic extension is built.

### 5 Concluding remarks

- The examples in Remark 7 show that without strong smoothness assumptions (in our case, real-analyticity) even the complex lines meet-
ing the set of \( n \) affinely independent points are not enough for the one-dimensional holomorphic extension property. It is natural to conjecture that \( n + 1 \) affinely independent points are enough and not only for the case of complex ball:

**Conjecture 8** Let \( \Omega \) be a domain in \( \mathbb{C}^n \) with a smooth boundary and \( a_1, \ldots, a_{n+1} \in \overline{\Omega} \) are \( n + 1 \) points belonging to no complex hyperplane. Suppose that \( f \in C(\partial \Omega) \) extends holomorphically in each cross-section \( L \cap \Omega \). Then \( f \in A(\partial \Omega) \).

To confirm this conjecture for the complex ball \( B^n \), it would be enough to prove the following

**Conjecture 9** Let \( a, b \in \overline{B}^2, \ a \neq b \). Any function \( f \in C(\partial B^2) \) having one-dimensional holomorphic extension into complex lines passing through \( a \) or \( b \) has the form (7),(6):

\[
f(z) = \sum_{\nu=0}^{\infty} F_{\nu}(z_1) z_2^{\nu}, \quad F_{\nu} = \sum_{j=0}^{\nu} \frac{h_j(z_1)}{(1 - |z_1|^2)^j} \cdot
\]

where \( h_j(z_1) \) are holomorphic.

- Theorem 1 can be regarded as a boundary Morera theorem (cf. [14]), because the condition of the holomorphic extendibility into complex lines \( L \) can be written as the complex moment condition

\[
\int_{L \cap \partial B^n} f \omega = 0,
\]

for any holomorphic differential (1,0)-form \( \omega \). For each fixed complex line \( L \), the above condition depends on one real parameter, because is suffices to take \( \omega \) such that \( \omega|_L = \frac{d\zeta}{\zeta_1 - t} \), where \( \zeta \) is the complex parameter on \( L \) and \( t \) runs over any fixed real curve in \( L \setminus \overline{B^n} \).

Results of the type of Theorem 1 can be also viewed as boundary analogs of Hartogs' theorem about separate analyticity (see [8]).

- In Theorem 1, the points \( a, b \) are taken from the closed ball \( \overline{B}^n \). It is shown in [16] that finite sets \( V \subset \mathbb{C}^n \setminus \overline{B^n} \) can produce insufficient
families $\mathcal{L}_V$ of complex lines. For example, it is easy to see that the function $f(z) = |z_1|^2$ extends holomorphically (as a constant) from the unit complex sphere in each complex line parallel to a coordinate line. This family of lines can be viewed as $\mathcal{L}_V$ where $V$ is $n$ points in $\mathbb{CP}^n \setminus \mathbb{C}^n$. To obtain finite points, one can apply Moebius transformation since they preserve complex lines.

After this article was written, Josip Globevnik informed the author that he has proved Theorem 1 in the case $n = 2$ for infinitely smooth functions. The author thanks J. Globevnik and A. Tumanov for useful discussions of the results of this article and remarks.
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